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PREFACE 

Real-time computing plays a crucial role in our society since an increasing num
ber of complex systems rely, in part or completely, on processor control. Ex
amples of applications that require real-time computing include nuclear power 
plants, railway switching systems, automotive electronics, air traffic control, 
telecommunications, robotics, and military systems. 

In spite of this large application domain, most of the current real-time systems 
are still designed and implemented using low-level programming and empirical 
techniques, without the support of a scientific methodology. This approach 
results in a lack of reliability, which in critical applications may cause serious 
environmental damage or even loss of life. 

This book is a basic treatise on real-time computing, with particular emphasis 
on predictable scheduling algorithms. The main objectives of the book are to 
introduce the basic concepts of real-time computing, illustrate the most sig
nificant results in the field, and provide the basic methodologies for designing 
predictable computing systems useful in supporting critical control applica
tions. 

The book is written for instructional use and is organized to enable readers 
without a strong knowledge of the subject matter to quickly grasp the material. 
Technical concepts are clearly defined at the beginning of each chapter, and 
algorithm descriptions are reinforced through concrete examples, illustrations, 
and tables. 

Contents of the chapters 
Chapter 1 presents a general introduction to real-time computing and real-time 
operating systems. It introduces the basic terminology and concepts used in the 
book and clearly illustrates the main characteristics that distinguish real-time 
processing from other types of computing. 
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Chapter 2 treats the general issue of scheduUng tasks on a single processor 
system. Objectives, performance metrics, and hypotheses are clearly presented, 
and the scheduling problem is precisely formalized. The different algorithms 
proposed in the literature are then classified in a taxonomy, which provides 
a useful reference framework for understanding the different approaches. At 
the end of the chapter, a number of multiprocessor scheduling anomalies are 
illustrated to show that real-time computing is not equivalent to fast computing. 

The rest of the book is dedicated to specific scheduling algorithms, which are 
presented as a function of the task characteristics. 

Chapter 3 introduces a number of real-time scheduling algorithms for handling 
aperiodic tasks with explicit deadlines. Each algorithm is examined in regard to 
the task set assumptions, formal properties, performance, and implementation 
complexity. 

Chapter 4 treats the problem of scheduling a set of real-time tasks with periodic 
activation requirements. In particular, three classical algorithms are presented 
in detail: Rate Monotonic, Earliest Deadline First, and Deadline Monotonic. 
A schedulability test is derived for each algorithm. 

Chapter 5 deals with the problem of scheduling hybrid sets consisting of hard 
periodic and soft aperiodic tasks, in the context of fixed-priority assignments. 
Several algorithms proposed in the literature are analyzed in detail. Each 
algorithm is compared with respect to the assumptions made on the task set, 
its formal properties, its performance, and its implementation complexity. 

Chapter 6 considers the same problem addressed in Chapter 5, but in the 
context of a dynamic priority assignment. Performance results and comparisons 
are presented at the end of the chapter. 

Chapter 7 introduces the problem of scheduling a set of real-time tasks that 
may interact through shared resources and hence have both time and resource 
constraints. Three important resource access protocols are described in detail: 
the Priority Inheritance Protocol, the Priority Ceiling Protocol, and the Stack 
Resource Policy. These protocols are essential for achieving predictable behav
ior, since they bound the maximum blocking time of a process when accessing 
shared resources. The latter two protocols also prevent deadlocks and chained 
blocking. 

Chapter 8 deals with the problem of real-time scheduling during transient over
load conditions; that is, those situations in which the total task demand exceeds 
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the available processing time. These conditions are critical for real-time sys
tems, since not all tasks can complete within their timing constraints. This 
chapter introduces new metrics for evaluating the performance of a system 
and presents a new class of scheduling algorithms capable of achieving graceful 
degradation in overload conditions. 

Chapter 9 describes some basic guidelines that should be considered during 
the design and the development of a hard real-time kernel for critical control 
applications. An example of a small real-time kernel is presented. The problem 
of time predictable intertask communication is also discussed, and a particular 
communication mechanism for exchanging asynchronous messages among peri
odic tasks is illustrated. The final section shows how the runtime overhead of 
the kernel can be evaluated and taken into account in the guarantee tests. 

Chapter 10 discusses some important issues related to the design of real-time 
applications. A robot control system is considered as a specific example for 
illustrating why control applications need real-time computing and how time 
constraints can be derived from the application requirements, even though they 
are not explicitly specified by the user. Finally, the basic set of kernel primitives 
presented in Chapter 9 is used to illustrate a concrete programming example 
of real-time tasks for sensory processing and control activities. 

Chapter 11 concludes the book by presenting a number of hard real-time op
erating systems proposed in the literature. The systems examined include 
MARS, Spring, RK, ARTS, and HARTIK. Each system is considered in terms 
of supported architecture, scheduling algorithm, communication mechanism, 
and interrupt handling. 
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